Conclusions and bibliography

Conclusions
@ combines Newton-Raphson-like behaviors with average-consensi

@ converges to global optimum (convexity and smoothness
assumptions)

@ does not require network topology knowledge
@ minimal agents synchronization (symmetric gossip like)
@ extremely simple to be implemented

@ numerically faster than Subgradient methods but slower than
Alternating Direction Method of multipliers
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